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ABSTRACT:
This paper seeks to analyze the determinants of capital flight in selected Latin American countries throughout the 1990s, and gives some insights into what economic policies would be adequate under capital flight conditions. Finding, empirically, the saving rate to be a new determinant of capital flight, this paper discusses whether or not achieving the golden rule level of capital would be desirable and what source of government revenue (direct or indirect taxation) would be appropriate under those conditions.
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1. INTRODUCTION

According to existing literature on capital flight, most of the Latin American countries have experienced this phenomenon during the last three decades. Capital flight has been observed in Latin America since the 1970s, when researchers found that many Latin American residents have been sending money abroad for investment purposes. In some situations it was to protect their investments from the political and macroeconomic instability and lack of legal protection for their assets, while at other times, it was solely to avoid domestic taxes.

Throughout economic literature, the definition of capital flight has been interpreted in different ways. However, we will interpret capital flight following Pastor (1990), simply as the resident capital outflows, where capital can be represented by any asset local residents have sent abroad, maintaining them out of reach of national regulations. Capital flight from Latin American countries has been studied mostly in the 1970s and 1980s when most of Latin American countries experienced political and macroeconomic instability. Only few studies, however study this issue in the 1990s.

The 1990s was an interesting decade as the region attempted to restore both political and macroeconomic stability; existing literature suggested stability of a country affects the level of confidence in local residents' investment decision. During this decade, the region had democratically elected government and the macroeconomic

---

2 Macroeconomic instability refers to the period when many Latin-American countries experienced high level of inflation, high level of external debt, fiscal deficit, and current account deficit.
3 Schneider, B. (2003) studied capital flight in Argentina and Chile in the 1990s.
5 With the exception of Cuba and Haiti.
policies were determined by the so-called Washington consensus. The Washington consensus was formulated in 1989 by a former International Monetary Fund advisor John Williamson – though, these policies were gradually abandoned by most Latin American countries in the early 2000s. The Washington consensus include the following major reforms: fiscal discipline and tax reform, liberalization of financial and exchange markets, liberalization of trade and foreign investment, privatization, and deregulation. The principal objective of these policies was to reduce poverty but also aimed to bring macroeconomic stability to the region. Both political and macro-economics stability was expected to increase the level of confidence of local investors, thus reducing the incidence of capital flight. The magnitude of capital flight in the decade of 1990 is summarized in appendix A.

The total capital flight for the six countries studied in this paper (Argentina, Brazil, Chile, Colombia, Mexico and Venezuela) throughout 1990s was 229 billions of American dollars, which represents 2.68 percent of aggregated GDP. These six countries show capital outflow over the decade, with Venezuela being the most affected with an average of 6.87 percent of capital flight as a percentage of GDP. Furthermore, capital flight is not an exclusive problem of Latin American economies. This phenomenon has been witnessed in other countries such as Russia in the 1990s, India and Nigeria between 1970 and 1990 and Thailand from 1980 to 2000, according to several authors.

The consequences of capital flight are well-known and have been outlined in Pastor (1990). Firstly, capital flight reduces the domestic level of capital per worker, which is one of the most important sources of economic growth. Secondly, capital abroad is difficult to tax, as the domestic fiscal authority has little information regarding investments abroad and no legal power to enforce the law in other countries. Finally, capital flight produces an unequal welfare distribution because large amounts of money and a good knowledge of investment abroad are required to open off-shore bank accounts. Only the wealthiest people in the society are able to gain access to those types of investment opportunities. Consequently, inequality occurs as the wealthiest people in the society have access to investment schemes protected by better legislation, therefore enjoying asset diversification as well as avoiding domestic taxes. Meanwhile, the least wealthy people in the society have little choice other than to invest locally, paying tax on investment return and suffering the lack of investment protection from the local government.

---

6 Note that not all countries implemented all the policies (e.g. Argentina did not have fiscal discipline during those years), and not all the countries in the region abandoned all the policies (e.g. Chile maintain most of these policies).


8 The lack of investment protection from local government includes the confiscation of savings that took place in Argentina (1989 and 2001) and Ecuador (1999). It also refers to the period of high inflation or hyperinflation in Argentina and Brazil (1989).
2. MEASUREMENT METHODS

Three main methods of capital flight measurement can be distinguished in the literature (Lensink, Hermes and Murinde 1998). The first measurement method is an indirect method, the so-called "residual method" developed by the World Bank and Erbe (1985), where they take capital flight as a residual of other balance of payment and not balance of payment components, and then compare the sources of capital inflows with the uses of these capital inflows. The second measurement method is a direct method first used by Cuddington (1986), which employs data from the balance of payment statistics to identify capital flight as one or more categories of short-term capital outflows (Kant 1996). This capital outflow, which responds quickly to political or financial crisis, is presumably also the capital that has the potential for returning quickly to the country when conditions change (Kant 1996). The third measurement method was proposed by Dooley (1986) which aims at measuring abnormal and illegal outflows using a combination of direct and indirect methods. With this method, Dooley (1986) defines capital flight basing on the desire to place assets beyond the control of domestic authorities, but excluding normal outflows.

The study is concerned with the overall effect of capital outflow (recorded and unrecorded such as abnormal and illegal outflows), without distinguishing short or long term, therefore the residual method is used. Under the residual method, source of capital inflows, increase in external debt and foreign direct investment, are used to finance current account deficit and the increase in international reserves. The residual from the above is capital flight. Mathematically:

\[ CF = \Delta D + NFDI + CAB + \Delta IR \]  \hspace{1cm} (1)

or

\[ CF = \Delta D + NFDI - (CAD + \Delta IR) \]  \hspace{1cm} (2)

Where:
- \( \Delta D \) = Change in debt (from World Bank Indicators)
- \( NFDI \) = Net foreign direct investment (from International financial statistics (IFS) indicators, lines 78bdd, 78bed, 78bkd and 78bmd)
- \( CAB \) = Current account balance (from IFS indicators, line 78ald)
- \( CAD \) = Current account deficit
- \( \Delta IR \) = Change in international reserve (from IFS indicators, line 79dbd)

In summary, equation 1 is interpreted as “the capital flows that do not finance the current account deficit and/or the increase of international reserve leave the country as a capital flight”. When capital flight has a positive (negative) sign, it is interpreted as capital outflows (capital inflows). This method allows us to work with different data sources – in particular World Bank data to estimate changes in external debt and IFS data to estimate the other three variables (NFDI, CAB and \( \Delta IR \)). This is because the balance of payment record does not provide an accurate measurement of external debt.
3. DETERMINANTS OF CAPITAL FLIGHT IN PREVIOUS STUDIES

Previous studies in Latin America have shown that capital flight depends upon inflation, change in inflation, real exchange rate, exchange rate regime and the interest rate spread corrected and not corrected by currency depreciation, as summarized in Table 1.

Table 1: Determinants of capital flight in Latin America: previous studies

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Countries</th>
<th>Period</th>
<th>Technique</th>
<th>Determinant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cuddington (1986)</td>
<td>Argentina, Brazil &amp; Chile</td>
<td>1974-1982</td>
<td>OLS*</td>
<td>REER, FINC</td>
</tr>
<tr>
<td>Ketkar (1989)</td>
<td>Argentina, Brazil &amp; Mexico</td>
<td>1977-1986</td>
<td>OLS</td>
<td>REER, DUMG SPREAD</td>
</tr>
<tr>
<td>Pastor (1990)</td>
<td>Argentina, Brazil, Chile Colombia, Mexico, Peru Uruguay &amp; Venezuela</td>
<td>1973-1987</td>
<td>OLS</td>
<td>△INFL, FINC OVAL</td>
</tr>
</tbody>
</table>

*Ordinary Least Square.

Abbreviation:
REER: Real effective exchange rate
FINC: Financial incentive to capital flight
INFL: Inflation
DUMG: Dummy variable for regime exchange change
SPREAD: Interest rate spread (the United States interest rate minus the domestic interest rate)
△INFL: Change in inflation
OVAL: Degree of currency overvaluation.

4. REGRESSION ANALYSIS

The basic model is:

\[ \text{Capital Flight} = \beta_0 + \beta_1 \text{FINC} + \beta_2 \text{SR} + \beta_3 \text{IUS} + \beta_3 \text{REER} + \epsilon \]  

The above econometric model was constructed using the dependant variable capital flight as a percentage of GDP, and the independent variables, which are: financial incentive to capital flight (FINC), saving rate (SR), the United States interest rate (IUS), and real effective exchange rate (REER) – these variables are detailed in table 2.

---

9 The interest rate spread refers to the United States interest rate minus the domestic interest rate.
Table 2: Determinants of capital flight: descriptions of independent variables.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Name</th>
<th>Expected sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>FINC</td>
<td>Financial incentive for capital flight</td>
<td>(+)</td>
</tr>
<tr>
<td></td>
<td>FINC = ln(1 + ius) – ln(1 + id) + ln(e) – ln(e⁻¹)*</td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>Saving rate as % of GDP</td>
<td>(+)</td>
</tr>
<tr>
<td>IUS</td>
<td>The US interest rate**</td>
<td>(+)</td>
</tr>
<tr>
<td>REER</td>
<td>Real effective exchange rate</td>
<td>(-/+)</td>
</tr>
<tr>
<td></td>
<td>CPI (domestic)/CPI(US)×official ER</td>
<td></td>
</tr>
<tr>
<td>COUNTRY NAME</td>
<td>Dummy variable for each individual country***</td>
<td></td>
</tr>
<tr>
<td>ε</td>
<td>Error term</td>
<td></td>
</tr>
</tbody>
</table>

*Where: ius = Interest rate in the US (Treasury bill)
i^d = Interest rate in domestic country
e = Ratio of local currency to dollar

**Calculated as the deposit interest rate in the United States minus the United States inflation.

*** Brazil is the reference country for these dummy variables.

Where:

FINC: Following Dooley (1986), financial incentive for capital flight is described as the difference between the US and domestic interest rate corrected by the exchange rate variations. The logarithmic function ensures that the financial incentive flattens at higher rates, as beyond a certain point, incentives may not be very important, since one has already reallocated as much capital as possible (Pastor 1990). The expected sign for this variable is positive, as an increase in the difference between the US and the domestic interest rate provides a financial incentive for capital flight.

SR: Gross domestic savings are calculated as the difference between GDP and total consumption as a percentage of GDP. The expected sign for this variable is positive, because as economic agents save more, then more capital can be reallocated abroad.

IUS: The real interest rate in the US is expected to have a positive sign and it follows the same principles of FINC. However, this variable shows that an increase in the US interest rate can cause capital flight regardless of domestic interest rate movements.

REER: The real effective exchange rate as a determinant of capital flight is expected to bear a negative sign because it represents the notion that domestic currency depreciation reduces purchasing power, and therefore capital flight rises as investors seek to protect their assets.
Nevertheless, the positive sign has also been found as a determinant of capital flight in other studies\(^\text{10}\). Local investors can expect future devaluation or financial crisis if the domestic currency appreciates. As a consequence, accruing assets abroad in a period of currency appreciation may be an effective way of speculation.

5. DATA ISSUES

The dependant variable (capital flight) was constructed using the data from IFS and Word Bank Indicators as specified in section 2. The independent variables (financial incentive to capital flight, saving rate, US interest rate and real effective exchange rate), however, were based solely on the data from Word Bank Indicators.

The regression analysis was carried out using annual pooled data from six Latin American countries: Argentina, Brazil, Chile, Colombia, Mexico and Venezuela, over the period 1989 to 1999. Only the data for these six countries were included in the regression because the data to construct the dependant variable, net foreign direct investment (IFS lines 78bdd, 78bkd and 78bmd), were not available from IFS for others Latin American countries. Similarly, annual data, as opposed to quarterly data, was chosen due to data unavailability with net foreign direct investment (IFS lines 78bdd, 78bkd and 78bmd) as well as change in international reserve (IFS line 78ald).

Furthermore, the pooled data technique is used in order to counter the problem of data unavailability associated with capital flight, as noted in Lessard and Williamson (1987). Finally, data from 1989 was included in the regression in order to increase number of observations.

6. ECONOMETRIC RESULTS

The regression analysis in table 3 was performed using five different econometric models. The independent variables were chosen based on the two variables (FINC and REER) that were used in many previous studies (e.g., Cuddington 1986 and 1987). However, for the variables: INF, ΔINF, SPREAD, DUMG, and OVAL, which were used occasionally in previous studies, no significant relationship were observed, and therefore were excluded from the model. We also included SR and IUS which are statistically significant in table 3 (below), as new variables in the model.

The Ramsey regression error-specification test for omitted variables was used on OLS regression to test for any specification errors in the functional form, which may include omitted variables. The null hypothesis of correct specified model can not be rejected even at 10% level (p-value = 0.348).

The results from the OLS estimation in column 1 show that all variables are statistically significant at conventional levels. To correct for any heteroskedasticity that may arise, the OLS robust standard error is estimated in column 2, ratifying the same conclusion for each independent variable coefficient.

To test for autocorrelation, the Wooldridge test for autocorrelation in panel data (Wooldridge 2002, 282), was performed for OLS regression and the null hypothesis of

\(^{10}\text{Cuddington, J. T. (1986), Hermes, N. and Lensink, R. (1992), and Pastor, M. (1990) have found a positive sign for real exchange rate variable.}\)
no first autocorrelation is rejected at 5% level (p-value=0.029). To correct for autocorrelation, the Prais-Winsten correction regression was performed (column 3). This estimation confirms the significance of all coefficients at the conventional levels.

Column 4 and 5 report fixed effect and random effect estimation respectively; using fixed effect model, all coefficient dummy variables by countries, as well as real exchange rate, are not statistically significant. Random effect however, shows once again that all basic variables in the model are statistically significant at the conventional levels. The Hausman test was conducted to decide whether fixed effect or random effect estimation is preferred. With p-value of 0.145, this result indicates the random effect estimation may be preferred.

All five estimations produce similar results, which indicating the model is robust.

### Table 3: Determinants of capital flight

Dependant variable - capital flight as a percentage of GDP

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>OLS (1)</th>
<th>Robust OLS (2)</th>
<th>Prais-Winsten (3)</th>
<th>Fixed Effect (4)</th>
<th>Random Effect (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>-6.530*</td>
<td>-6.530*</td>
<td>-6.613*</td>
<td>-10.948**</td>
<td>-6.532*</td>
</tr>
<tr>
<td></td>
<td>(3.467)</td>
<td>(3.433)</td>
<td>(3.764)</td>
<td>(5.38)</td>
<td>(3.467)</td>
</tr>
<tr>
<td></td>
<td>(1.216)</td>
<td>(0.949)</td>
<td>(1.208)</td>
<td>(1.449)</td>
<td>(1.216)</td>
</tr>
<tr>
<td>SR</td>
<td>0.447***</td>
<td>0.447***</td>
<td>0.455***</td>
<td>0.467***</td>
<td>0.447***</td>
</tr>
<tr>
<td></td>
<td>(0.106)</td>
<td>(0.129)</td>
<td>(0.11)</td>
<td>(0.172)</td>
<td>(0.106)</td>
</tr>
<tr>
<td>IUS</td>
<td>0.860***</td>
<td>0.860***</td>
<td>0.782**</td>
<td>0.783**</td>
<td>0.860***</td>
</tr>
<tr>
<td></td>
<td>(0.283)</td>
<td>(0.226)</td>
<td>(0.361)</td>
<td>(0.293)</td>
<td>(0.283)</td>
</tr>
<tr>
<td>REER</td>
<td>-0.049**</td>
<td>-0.049**</td>
<td>-0.046**</td>
<td>-0.011</td>
<td>-0.049**</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.019)</td>
<td>(0.021)</td>
<td>(0.032)</td>
<td>(0.021)</td>
</tr>
</tbody>
</table>

ARGENTINA - - 1.725 -

VENEZUELA - - 2.679 -

MEXICO - - -1.937 -

COLOMBIA - - 0.652 -

CHILE - - 0.808 -

Observations 66 66 66 66 66

R² 0.468 0.468 0.404 0.535 0.468

Adj.R² 0.434 - - 0.461 -

*Indicates coefficient is significantly different from zero at the 10% level.

** Indicates coefficient is significantly different from zero at the 5% level.

*** Indicates coefficient is significantly different from zero at the 1% level.
7. NEW DETERMINANTS OF CAPITAL FLIGHT

The results from the above regression suggest two new determinants of capital flight: US interest rate and saving rate. The finding of saving rate as a determinant of capital flight has some interesting economic implications.

Following the neo-classical growth model, an increase in saving rate leads to an equal increase in investment and an equal decrease in consumption. Based on our findings, we can argue that this principle does not hold under capital flight conditions. Specifically, an increase in the saving rate also increases investment but by proportionately less than under neutral capital flight conditions. However, consumption decreases in the same proportion as saving rate increases, leading to a net loss for the economy. On the contrary, under capital flight conditions, a reduction in saving rate can increase consumption in greater proportion than the initial reduction, as a decrease in saving rate also decreases capital outflows, resulting in a net gain for the economy.

8. THE SOLOW MODEL

The Solow model explains how growth in the capital stock, growth in the labor force, and advances in technological progress affect output. As this paper examines the issue of capital flight and its determinants, we will only focus on how the supply and demand for goods determine the accumulation of capital according to this model, leaving aside the discussion of technological progress. In particular, using the finding of saving rate to be a determinant of capital flight, we will use the Solow model to analyze whether or not achieving the golden rule level of capital is desirable under capital flight conditions.

8.1 The Supply of Goods and the Production Function

\[ Y = F(K,L) \quad (4) \]

That is, output \( Y \) depends on capital \( K \) and labor \( L \). Assuming constant return to scale:

\[ zY = F(zK,zL) \quad (5) \]

Dividing equation 4 by labor population in order to obtain output per worker:

\[ \frac{Y}{L} = F(\frac{K}{L},1) \quad (6) \]

We use lowercase letter to denote quantities per worker. Thus, \( y=Y/L \) is output per worker and \( k=K/L \) is capital per worker. We can write the production function as:

\[ y = f(k) \quad (7) \]

The slope of the production function shows the extra output per worker produced from an extra unit of capital per worker. This amount is the marginal product of capital, MPK.

\[ MPK = f(k + 1) - f(k) \quad (8) \]
8.2 The Demand for Goods and the Consumption Function

In the Solow model, output per worker $y$ is divided between consumption per worker $c$ and investment per worker $i$:

$$y = c + i$$  \hspace{1cm} (9)

The model assumes that the consumption function takes the form:

$$c = (1-s)y$$  \hspace{1cm} (10)

where $s$ is the saving rate. Each year a fraction of $(1-s)$ of income is consumed, and a fraction $s$ is saved. Substituting equation 10 into equation 9:

$$y = (1-s)y + i$$  \hspace{1cm} (11)

Rearrange the terms to obtain:

$$i = sy$$  \hspace{1cm} (12)

This equation states that investment, like consumption, is proportional to income. Since investment equal saving the rate of saving $s$ is also the fraction of output devoted to investment.

We can now examine how an increase in capital stock over time results in economic growth. Two forces drive change in capital stock; investment that increases capital stock, and depreciation that decreases capital stock. Given these two forces we can express the impact of investment and depreciation on the capital stock with this equation:

$$\Delta k = i - \delta k$$  \hspace{1cm} (13)

That is, change in capital stock equal investment minus depreciation of existing capital. Because investment equal saving we can rewrite this equation as:

$$\Delta k = sf(k) - \delta k$$  \hspace{1cm} (14)

Therefore, we can define the steady state level of capital as the level at which investment equal depreciation. So when investment exceeds depreciation, capital stock grows, and when investment is lower than depreciation, capital stock shrinks.

9. THE GOLDEN RULE LEVEL OF CAPITAL

The golden rule level of capital is defined as the steady state with highest level of consumption, and therefore the level of capital that benevolent policymakers should achieve in order to maximize the individual’s well-being.
If we rearrange the national income account (equation 9), we obtain

\[ c = y - i \]  
(15)

Since we want to find the consumption level at the steady state level, we substitute steady state values for output and investment. Steady state output per worker is \( f(k^*) \), where \( k^* \) is the steady state capital stock per worker. Since capital stock is not changing in the steady state, investment is equal to depreciation, \( \delta k^* \). Substituting \( f(k^*) \) for \( y \) and \( \delta k^* \) for \( i \), we can rewrite steady state consumption per worker as:

\[ c^* = f(k^*) - \delta k^* \]  
(16)

**Figure 1** Diagrammatic representation of the golden rule level of capital

Figure 1 shows that there is only one level of saving that can generate the golden rule level of capital, maximizing consumption at the steady state.

**10. CAPITAL FLIGHT, SAVING RATE AND THE GOLDEN RULE LEVEL OF CAPITAL**

If the saving rate is not at the optimal point \( s^{*\text{gold}} \), then policymakers can face either of two scenarios: the initial capital is less than the golden rule level or the economy has more initial capital than the golden rule level. Therefore, the neo-classical framework suggests that policymakers should stimulate saving in the first scenario and discourage saving rate in the second scenario. However, because the regression analysis in section 4 empirically support that an increase in saving rate also generates capital flight, investment will not increase in the same proportion as consumption decreases under capital flight conditions.

We can compare the effect of an increase and decrease of saving rate under neutral flows and capital flight conditions in figure 2.
In panel ‘a’, an increase in the saving rate leads to a jump in investment and equal reduction in consumption. Hence output, consumption and investment increase together over the time, eventually increasing consumption over the initial level.

Panel ‘b’ shows a different behavior under capital flight conditions. An increase in saving reduces consumption in the same proportion, but because capital flight takes place, the initial increases in investment and output are proportionately lower than the drop in consumption. Hence output, consumption and investment increase together over time.

In figure 3, panel ‘a’, a reduction in saving rate leads to an equal increase in consumption and equal reduction in investment. Over time, output, consumption and investment fall together.
In panel 'b', under capital flight conditions, a decrease in saving rate leads to the same decrease in investment but a proportionally higher increase in consumption, as a reduction in saving also reduces capital flight, leaving more capital in the economy.

The analysis above allows us to reach the conclusion that achieving the golden rule level of capital under capital flight conditions is always desirable when the level of capital is above the golden rule level. On the other hand, the desirability to reach the golden rule level of capital when the level of capital is below the golden rule level depends exclusively on the relationship between capital flight and saving rate.

11. POLICY RECOMMENDATIONS

Historically, the government revenue in Latin American economies has been characterized by the high level of taxes on goods and services and for the low revenue from taxes on income, profit and capital gains. This is reflected in appendix B, which shows that the average taxes on goods and services as a percentage of total revenue for the six Latin American countries studied in this paper is around 35 percent. Meanwhile, the same average for developed countries such as Australia, the US, Japan and UK is 17.4 percent. appendix B shows that the average taxes on income, profit and capital gain for those Latin-American countries only represent 26.1 percent of total revenue but represent 53 percent (in average) for Australia, the US, Japan and UK.

The economic literature supports direct taxes as a major source of government revenue in contrast to taxes on consumption; the principal argument is that taxes on income, with progressive scales, allow the government to tax the wealthiest members of society at a greater proportion and provide relief to the less wealthy members of society. Even though the focus of this paper is not to discuss the issue of indirect and direct taxation, it is important to note the finding of saving rate as a determinant of capital flight reinforces the argument supporting direct taxation rather than indirect taxation, as taxes on goods and services reduce consumption and taxes on income reduce savings.

Maintaining a high interest rate without currency depreciation has been an effective way to prevent capital flight. Previous studies in the 1970s and 1980s outlined this and the present study of the 1990s have empirically support it. Inflation, however, has shown a relationship with capital flight during the 1970s and 1980s (Pastor 1990), but not during the 1990s. Intuitively, the 1990s has had substantially lower levels of inflation, while the 1970s and 1980s were decades with the highest inflation for those countries. Therefore, inflation appears to generate capital flight only when there is a period of high inflation.

12. CONCLUSION

The results from the present study show some of the determinants of capital flight in Latin America from previous decades are also important in explaining capital flight throughout the 1990s. The finding of saving rate as a new determinant of capital flight provides another perspective as to whether or not achieving the golden rule level of capital is always desirable. In particular, the present study suggests that achieving the

---

11 E.g. Cuddington, J. T.(1986 and 1987) and Pastor, M. (1990) have found a positive relationship between capital flight and FINC.
golden rule level of capital under capital flight conditions when the economy has less capital than the golden rule level, may not be an appropriate policy, and it would depend exclusively on the impact of saving rate on capital flight.

On the contrary, when the economy has more capital than the golden rule level, achieving the golden rule level of capital is highly desirable; this is because a reduction in saving rate also reduces capital flight, leading to consumption increasing by a greater proportion than the reduction in investment.

This new determinant also gives a new reason to choose direct taxation over indirect taxation in Latin American countries, confirming the view of many economists that the taxation system in Latin America is one of the reasons of inequality in those countries. Moreover, while indirect taxation generate inequality in itself, it also creates inequality in Latin American countries because taxes on goods discourage consumption and encourage saving. The saving rate increases capital flight, which is a further source of inequality.
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I. INTRODUCTION TO THE PROBLEM

All models are wrong but some are useful (George Box)

The case of Nigeria underlines the importance of corruption as a key explanatory factor in understanding why some Third World countries have failed to achieve any appreciable measure of socio-economic development. The world’s eighth largest oil exporter earned over $56 billion from oil exports in 2006 (Energy Information Administration 2007, 4 & 9) but has one of the world’s poorest track records on delivering development to its people: ranking only 158th out of 177 countries in the 2007-2-08 United Nations Development Program’s Human Development Report (UNDP). Transparency International’s 2007 Corruption Perception Index put Nigeria as only the 147th (out of 179) most honest country (i.e., tying for the 9th most corrupt) in the world.2

Can corruption be blamed for underdevelopment? How crippling to the nation is systemic corruption? Fagbadebo (2007, 35) concludes his study of governance in Nigeria by stating outright that, “A failed, corrupt and inept leadership… have plunged

1 I would like to thank Timur Kuran, Jennifer Tessendorf and two anonymous referees for their extremely valuable comments on an earlier draft of this paper; naturally the usual disclaimers apply.
development performance in Nigeria into the abyss." In 2005 the Nigerian National Planning Commission, the apex government economic planning and coordination body, "identified systemic corruption... as the major source of development failure" (Fagbadebo 2007, 29) and one major USAID/World Bank survey indicated that 64% of respondents had personally witnessed corrupt acts carried out by public officials (Apampa 2005, 241).

While Nigeria has not yet collapsed, Zaire (now renamed Democratic Republic of the Congo) did in 1997. The extent of systemic corruption in Zaire was almost unimaginable: one estimate from the 1970s put the amount of the annual government operating budget that was “lost or diverted” under the rule of Mobutu Sese Seko, for thirty-two years the strongman of Zaire, at 60 percent (Callaghy 1984, 189). Zaire under Mobutu was the exemplar par excellence of what Stanislav Andreski termed “kleptocracy,” to differentiate it from simple corruption, which is merely “the practice of using the power of office for making private gains in breach of laws and regulations nominally in force” (Andreski 1968, 92, emphasis added).

The current academic consensus is that high levels of corruption reduce both economic growth and overall social welfare: systemic corruption is seen as an obstacle to overall economic and social development (Rajkumar and Swaroop 2008; Bose et al 2008; Lambsdorff 2003; Mo 2001; Wei 2001, 2000; Andreski 1968; among many others). As such, both the World Bank and the International Monetary Fund, among other international aid donors, are continuing their earlier efforts to combat it.

This is in contrast to the earlier academic views of corruption being either relatively harmless (Leys, [1965] 2002) or possibly even beneficial if it helps to overcome structural bottlenecks in the economy (Huntington 19793, 1968; Nye, [1967] 2002; Leff, [1964] 2002).4 Part of the reason for the change in how corruption was viewed could be due to the realization of how easily petty corruption could reach systemic levels as the institutional structure decays over time (see, e.g., Shleifer and Vishny 1993), and how many bureaucrats deliberately increased the level of regulation complexity in order to increase their level of bribes (Guriev 2004; Kaufman and Wei 2000).

While now recognizing the negative effects of corruption, the literature lacks a clear model of a mechanism by which a government becomes systemically corrupt, i.e., of how it may go from being relatively honest to a predatory state that preys on its citizenry. The objective of this paper is to develop a simple and intuitively obvious threshold model that, building upon the behavioral insights of the traditional Principal-Agent model, incorporates both the asymmetric demonstration effect of a superior’s corruption and of how a systemically corrupt system of government can come about as the result of a change in societal norms: from favoring arm’s-length transactions to ones that allow non-arm’s length transactions (a requirement for corruption). In addition, some implications of the model regarding the potential outcomes of reform efforts will also be considered.

3 The most succinct pro-corruption argument is Huntington’s (1979, 321): “In terms of economic growth the only thing worse than a society with a rigid, over centralized, dishonest bureaucracy is one with a rigid, over centralized, honest bureaucracy.”

4 Andreski (1968) is an early exception to this, but these authors were referring to petty and not to systemic corruption. Bucking current research, Olsen and Torsvik (1998) argue that, under very specific circumstances, individual acts of corruption can lead to overall societal gain.
II. THE BASIC PRINCIPAL AGENT MODEL OF CORRUPTION

Why do bureaucrats and politicians become corrupt and act in any of the myriad ways that fall under the catch-all rubric of corruption? As Becker’s (1968) seminal work showed, choosing corruption over honesty is the optimal choice for a rational utility-maximizer if the benefits from being corrupt outweigh those from staying honest.

Following Becker (1968), "the standard institutional context is a two-person hierarchy consisting of a principal and an agent" (Bac 1996, 277) where the politician or government bureaucrat is faced with the choice of either behaving in a corrupt manner or staying honest, i.e., a classic principal-agent (PA) problem (see, e.g., Blackburn, Bose and Haque 2006; Guriev 2004; Mookherjee and Png 1995; Huang and Wu 1994; Basu et al. 1992; Klitgaard 1988; Rose-Ackerman 1999, 1978; and many others).

The PA approach has a principal (the supervisor) employing an agent (the subordinate) to carry out some assigned task. Asymmetric information on the principal's part means that she does not know whether or not the agent will perform the task in a non-corrupt manner or succumb to the moral hazard of behaving corruptly. The possibility of corruption may also lead to an adverse selection problem as corrupt agents apply for the government post, as well as a moral hazard one if agents realize that their corruption may not detectable or punishable.

Accordingly, the principal may employ secondary agents to monitor the first agent's work (e.g., external auditors such as the US General Accounting Office), but these may also turn out to be unreliable. So, the process of hiring workers to monitor other workers can go on, in theory at least, indefinitely. A possible solution this problem is to give the external monitors an incentive contract to promote continued diligence, with severe penalty clauses in case of collusion with corrupt agents. However, this does not really solve the recursive failure problem since collusion between the corrupt agents and the external monitors is always possible (Bac and Bag 2006, Mishra 2006, Besley and McLaren 1993, Basu et al 1992, Lui 1986, and many others).

Most attempts at analyzing corruption using the PA model assume a uniform attitude to corruption in order to keep the model tractable (e.g., Bac and Bag 2006, Mookherjee and Png 1996). Other authors (e.g., Mocan 2008, Treisman 2000, Besley and McLaren 1993) realize the excessive oversimplification of this assumption and acknowledge both the presence of honest individuals in corrupt environments and that essentially similar payoffs and probabilities may produce very different results.

From the agent's perspective, the PA model gives a very straightforward analysis of the decision facing her: the individual weighs the benefit from corruption against the (net) benefit if she is caught. Klitgaard (1988, 71) puts a slight twist in this standard model by incorporating “the moral satisfaction [the individual] takes from not being corrupt” into the individual's utility calculations. The inclusion of a moral element in the EU function is a notable refinement since individual utility in this context has at least two distinct components: material and moral benefits.

Thus differences in how strongly moral beliefs are held affect the level of disutility (cognitive dissonance) from contravening them. So, corruption proclivity will be distributed across the spectrum from 0 (completely corrupt) to 1 (completely honest); there will be some individuals who will be always corrupt and some who will be
absolutely incorruptible. Hence, the observation of both Ostrom et al (1993, 148) and Klitgaard (1988, 52-55) that there do exist honest officials in systemically corrupt organizations.

The inclusion of moral benefits into corruption analysis is an important refinement since a major limitation of the standard PA model is that, although probabilities and payoffs may be the same, different individuals do not necessarily behave in the identical manner predicted by the PA model: one greedily accepts the bribe but the other refuses. How and why different levels of morality come about is, obviously, a topic far beyond the scope of this analysis.

Klitgaard’s (1988) model of expected utility from being corrupt can be modified, the notation made slightly simpler, and the moral element included, as follows:

\[ EUC = pBC + (1-p)BP - MC \] (1)

Honesty payoff = BH + MH (2)

and BC > BP and MC < MH.

EUC is the expected utility from corruption, 
p is the probability of not being caught and punished (including the probability that if caught, he can bribe his way out of punishment),
BC is the material utility if corrupt when C is the payoff from corruption,
BP is the net material utility if caught and punished when P is the punishment,
MC is the moral cost of corruption,
MC = 0 = MH, the moral benefit from honesty, which decreases in C,
BH is the material utility from honesty when H is the honesty payoff (i.e., wages).

The model assumes that there is a positive moral benefit to not taking a bribe and it decreases with the size of the bribe. Furthermore, C = 0 means that the individual is acting honestly, not that he is acting corruptly without accepting a payoff.

The individual will choose corruption if his expected utility from corruption (after accounting for a guilty conscience) is greater than his utility from honesty (after augmenting it for the moral satisfaction from not being corrupt). Assuming that all payoffs are held constant, ceteris paribus, changes in p, the probability of detection and punishment will determine whether the individual will act corruptly. This is because, at the margin, the individual is indifferent between honesty and corruption, i.e., the total utility from honesty equals that from corruption, when:

\[ BH + MH = pBC + (1-p)BP - MC \] (3)

Solving for \( p^* \), the value of p that equates both sides of the equation, gives us:

\[ \]
\[ p^* = \frac{B^H + M^H - B^P + M^C}{B^C - B^P} \]  

This value, \( p^* \), is the individual’s corruption threshold. The \( p^* \) value is very important as it allows the analysis to move beyond the confines of the PA model while still utilizing the model’s key insights into individual behavior. *Ceteris paribus*, a decrease in \( p \) will make the individual behave in a more ‘honest’ fashion and vice-versa, while an increase in \( p^* \) means that the individual has become more honest and vice-versa.

### III. MOVING BEYOND THE PA MODEL

The PA model of corruption, extremely useful in looking at environments where most corruption is of the isolated kind, has shortcomings that reduce its explanatory power when it comes to corruption in Third World economies. It lends insight into the actions of any given actor but it cannot show – since it was never meant to – how corruption spreads or how the actions of one individual (e.g., a superior) affect the actions of others (e.g., subordinates).\(^7\) Rose-Ackerman (1978, 1999) and Klitgaard (1988) have extensive discussion of the effects of a supervisor’s corruption proclivities on the behavior of subordinates but do not incorporate threshold effects in their analysis, and Basu *et al* (1992) acknowledges that incorruptible superiors will keep the government honest. Some PA models do incorporate greater degrees of institutional refinement and realism than others: e.g., recursive corruption with corruptible law enforcers (e.g., Guriev 2004; Basu *et al* 1992), and group reputation impacting new members (Tirole 1996). What is lacking is a model of how a superior’s corrupt behavior affects that of the whole organization and of how the behavior of individual agents changes over time.

Why is leadership behavior important? In the real world, who is corrupt will affect the decision of others as to whether they will opt for honesty or not. Assume, for the sake of argument, that 10% of the population is corrupt. If this is the bottom 10% in terms of power and influence in society, then this corrupt element will not significantly influence large proportions of society since this is not the relevant reference group for them. However, if this is the top 10% of the population in terms of power and influence and they are seen to escape punishment, this will obviously affect a much large portion of society since many people will use the top 10% as their reference group. The inability to accommodate this type of asymmetrical demonstration effect is a weakness of the PA model; from its perspective, marginal variations in the probability of being caught give only marginal variations in outcome.

In a different context, the dynamics of revolutions, Kuran (1989, 46) shows the importance of an *asymmetric demonstration effect* on individuals and how this can change the situation drastically. Similarly, even if individuals are personally disinclined either to be corrupt or, *ceteris paribus*, to facilitate corrupt behavior in others, they may well be forced to act corruptly by dishonest superiors, or risk reprisals. It is also possible

---

\(^7\) The absence of social linkages in the standard PA model led Tanzi (1995, 167) to assert that the Beckerian model is “of limited applicability” to much of the Third World. While probably too strong a statement, it does bring up the crucial weakness of these type of models.
that after being forced to act corruptly on the behalf of others, the hitherto uncorrupt individual may decide to act corruptly on his own behalf.

What we need is a model that offers some understanding of how systemic corruption occurs within a society. The level of corruption within a society is usually endogenous to it and thus a model that helps in better understanding this process is needed. Observers of Third World societies will attest to the fact that the situation vis-a-vis corruption can change for the worse in the space of a few years. For instance, Burki (1999), Theobald (1990) and Klitgaard (1988) detail how rapidly, within a generation, systemic corruption replaced isolated corruption in Pakistan, the Philippines and Nigeria.

There are two possible time paths for a transition to systemic corruption: relatively rapid and comparatively slow. A rapid transformation of the societal norm from isolated corruption to systemic corruption requires corrupt leadership (i.e., top down corruption) while a comparatively slow transition requires a transformation of existing societal norms and institutions.

IV. THE THRESHOLD CORRUPTION MODEL

A heuristically richer model can be built by allowing the criteria for choosing corruption or honesty to be endogenous to that society: interactions among individuals determine the societal corruption level by affecting actor’s corruption threshold and so affecting the societal norms. Each individual’s $p^*$, the threshold value of $p$ at which they are indifferent between honesty or corruption, can be determined from the standard PA model and arranged in ascending order. We know that (1) every individual has a threshold and (2) that they are distributed across the range 0-1. This allows the use of this important insight about threshold probability gained from the principal-agent model and endogenizes the incentives faced by each individual actor. Once this is done, a more realistic model of corruption, one that incorporates the importance of social linkages, can be developed.

Threshold models, also known as bandwagon-effect models, critical-mass models, tipping models, and cascade models, have a long history in the social sciences. Granovetter’s (1978, 1973) and Schelling’s (1978) works are classics in this area and, arguably, the inspiration for an entire generation of models that show how seemingly “minor” factors can result in “major” results.8

While there have been many adaptations of a threshold model to corruption (e.g., to give only a few more recent citations, Bose et al 2008; Mishra 2006; Blackburn et al 2008), in a different context, that of the consumption of goods usually considered taboo by society, Leibenstein (1950, 196-199), drawing upon the insights offered by the Old Institutional Economics school on the social construction of market demand for goods, makes what is essentially an information asymmetry argument (his term is “accurate expectations”) in arguing that public consumption of ‘taboo’ goods would not be zero but a significant positive value if all potential consumers knew the preferences of all other potential consumers. Leibenstein argues that, when/if expectations become accurate (actual demand becomes accurately known), there may be a sudden increase in demand due to a strength-in-numbers effects. That is, knowing how many of them want the hitherto “taboo” good X, some very large quantity of the good will be demanded at a price where up till now there had been none. Neither Granovetter (1978, 1973) nor Schelling (1978) use threshold analysis similar to Leibenstein’s in their work but the similarities to systemic corruption are obvious even if the mechanism is quite different: when the true (high) extent of societal corruption proclivities becomes known, a bandwagon transition to systemic corruption may take place. I am grateful to an anonymous referee for drawing my attention to the Old Institutional Economics origins of some of the more recent work in threshold models.
2006; Blanchard et al 2005), very few of them attempt to explicitly model the impact of a superior’s decision to act corruptly on a subordinate. The attitudes of a society’s leadership are extremely influential in determining the behavior of subordinates, particularly with regards to corruption (see, e.g., Ahforth and Anand 2003; Rose-Ackerman 1999 and 1978; Basu et al 1992; and Klitgaard 1988). The importance of this is summed up by Ashforth and Anand (2003, 7) who argue that leaders who are “rewarding, condoning, ignoring, or otherwise facilitating corruption… often send a clear signal to employees.”

The threshold corruption model expands upon Kuran’s path-breaking work (1989, 1991, 1995) on explaining unexpected revolutions such as the collapse of Communism in Eastern Europe by adapting and extending some of his analytical framework to corruption. In general, the threshold corruption model developed here will use the same basic premise: seemingly minor changes in individual behavior lead through a cumulative causation mechanism to major changes in societal outcomes.

In the threshold corruption model, the individual’s decision whether or not to act corruptly is endogenized since the incentives to act corruptly depend upon the societal value of $p$, the probability that corruption will not be detected and punished, and this value is now determined within the model itself. At the extremes, such incentives do not matter: people who are truly incorruptible or truly corrupt will behave predictably no matter what the incentives might be. However, the vast majority of the population will fall somewhere between these two extremes and for them the prevailing societal incentives – the value of $p$ – will determine their behavior. Since the prevalent morality in a systemically corrupt society is not conducive towards ethical behavior, most individuals, taking their behavioral cues from their superiors and peers, act accordingly.

Assume for simplicity the total population of a society consists of 10 persons. These are denoted by $a_1$ through $j_{1}$ and each individual has to chose between behaving honestly or behaving corruptly. Each individual faces an infinite number of decision rounds and all individual decisions are made simultaneously at the start of each round and, once made, this choice cannot be changed in the same round. At the start of the next round, the individual can see the individual decisions of the other members and may then make a new decision. Whether the individual behaves corruptly is determined by her “corruption threshold,” the weighted proportion of the population (or relevant reference group) that has to act corruptly before the individual will. Different individuals arrive at different cost-benefit valuations and, hence, may have differing thresholds.

The current decisions of some individuals are clearly more important in influencing future decisions than the decisions of others. Within the context of a threshold model, this can be shown by assigning each individual’s decision a weight consonant with their “importance and influence in society” (Kuran 1989, 46). The model captures the fact that a hierarchical social structure, or even a non-hierarchical one in which individuals have asymmetrical levels of influence, is very important in bandwagon effects.

Following Kuran (1989, 46), the effects of a separate weight being assigned to different individuals can be gauged thus:

---

9 See, e.g., Marché (2005) for a discussion of risk-seeking and risk-averse behavior among those engaged in “corrupt exchanges.”
\[ C^T = \sum_{i=1}^{n} W_i C_i \]  

where \( C^T \) is the (weighted) proportion of society that is corrupt; 
\( n \) is the number of individuals in society; 
\( W_i \) is the weight assigned to each corrupt individual \( i \); 
\( C_i \) is 1 if individual \( i \) is corrupt and zero if honest.

All individual weights sum to 1. Thus, if everyone is honest then \( C^T \) equals zero. Similarly, if only individual \( i \) is corrupt but he is of minimal societal importance, then \( C^T \) is near zero and the societal norm is honest. Most individuals do not have an infallible moral compass to guide their daily actions and, hence, take many of their behavioral cues from the actions of others around them. Corruptibility, like other forms of human behavior, is usually dependent upon the relative corruption of others in society.

If an individual’s personal corruption threshold is 0.20, the weighted corruption average for society must be at least 20% before he will behave in a corrupt manner (i.e., for him, \( p = 1-0.2 \) or 0.8). Similarly, a person with a threshold of 1.0 is incorruptible since all of society must be corrupt before she will be, but this cannot occur since all of society cannot be corrupt if she is not.

Consider the population in Table I Scenario A. This society is overwhelmingly honest as its weighted corruption level, \( C^T \), is only 0.05 and only person \( a_1 \) acts corruptly but his corruption is not enough to trigger similar behavior in any one else. Suppose now that \( b_1 \)'s corruption threshold drops to 0.05 (Threshold2) since his daughter’s upcoming wedding requires more money than he can earn from his salary.\(^\text{10}\) Now this is a slightly more corrupt society as two persons are corrupt and \( C^T \) rises to 0.15. Suppose now that seeing \( a_1 \)'s and \( b_1 \)'s successful corruption lowers \( c_1 \)'s corruption threshold to 0.15 (Threshold3). She now acts corruptly as well. This raises the societal \( C^T \) to 0.25 which is enough to trigger a bandwagon effect that causes all but \( i_1 \) and \( j_1 \) to behave corruptly. The corruption threshold’s of these two individuals has not yet been reached. This is an example of bottom-up corruption.

**Table I**

<table>
<thead>
<tr>
<th>Scenario A</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuals</td>
<td>( a_1 )</td>
</tr>
<tr>
<td>Threshold1</td>
<td>0</td>
</tr>
<tr>
<td>Threshold2</td>
<td>0</td>
</tr>
<tr>
<td>Threshold3</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuals</td>
<td>( a_1 )</td>
</tr>
<tr>
<td>Threshold4</td>
<td>0</td>
</tr>
<tr>
<td>Weight</td>
<td>0.05</td>
</tr>
</tbody>
</table>

---

\(^{10}\) This is, of course, just one of many possible reasons. This choice is not as facetious as it may appear; see Wade (1989) for just such an instance.
Suppose now that there is a change in government that brings a much more corrupt leadership to power (Scenario B, Threshold₁), i.e., \( j₁ \) has been replaced by \( k₁ \). Thus, the leadership’s corruption threshold has declined from 1.0 to 0.0. This, admittedly extreme, change now raises the \( C^T \) to 0.25, enough to trigger a corruption bandwagon in the rest of the population. The final \( C^T \) is now 1.0 – systemic corruption. This is an example of top-down corruption and we can thus see the importance of weights in determining whether the eventual outcome is honesty or corruption.¹¹

The point of these distribution and changes is to show how seemingly minor changes in the thresholds of individuals, and their resulting seemingly isolated corrupt acts, can rapidly change the existing status quo. Of course, the greater is the individual's weight in society, the more likely are his or her action to change the societal equilibrium. However, the enforcement of existing anti-corruption laws and an efficient legal system is more likely to prevent an undesirable change in the threshold distribution and, hence, prevent a norm change from honesty to corruption. If, when she first acted corruptly, \( a₁ \) was caught and given exemplary punishment, it is entirely possible that \( b₁ \)'s corruption threshold might have been raised from 0.2 to 0.3 instead of being lowered. Then there would be no need to worry about the effects of corruption on society since the dominant societal norm would continue to be honesty. So, it follows then that strict enforcement of anti-corruption laws and ruthless prosecution of the corrupt can hold the threshold sequence constant and prevent the vicious corruption bandwagon from starting. A successful example of just such a strategy is Singapore (Quah 2007), one of the least corrupt countries in the annual Transparency International surveys of international corruption levels.

However, Singapore (and Hong Kong) are relative anomalies in what Fritzen (2005, 80) has described as a situation where anti-corruption efforts in much of the world’s corrupter countries are “hopelessly outgunned in an uneven fight against systemically corrupt institutions… [where for] every high-profile success story, there are dozens of spectacular failures or efforts that would appear to be on the fast track to nowhere.” In his analysis of successful anti-corruption efforts in Singapore and Hong Kong, Quah (2007) concludes that efforts there succeeded because of the political will of the government that led to the drafting of comprehensive anti-corruption legislation, and the creation of an independent and impartial anti-corruption agency that had the full confidence of the chief executive. If new anti-corruption agencies modeled on the Singaporean or Hong Kong pattern were to become more common in highly-corrupt countries, then the overall societal corruption trend would be a more desirable one. However, anticorruption agencies that are understaffed and underfunded, used to harass political opponents, are an integral part of other (corrupted) law-enforcement agencies, or lack the support of higher political authority are bound to fail in their efforts. Indeed, such agencies may simply make a bad situation worse.

¹¹ The distributions used in this paper were chosen to illustrate specific points and this is just one of an infinite number of possible distributions. Different distributions may result in no bandwagon effect after a threshold change; or perhaps only minor effects such as only one or two more people acting corruptly; or all members may already be acting corruptly. Also, the availability heuristic would require that there usually be more than one occurrence before the average observer decides that the probability of detection is low enough for him to take a chance (see Kuran (1995) for a full exposition of the effects of heuristics on human behavior).
In addition, it follows that lax law enforcement and/or an ineffective legal system could change the existing threshold distribution in the other direction. This would occur when hitherto honest officials reevaluate their decision to stay honest in light of the knowledge that the legal system cannot (will not) easily punish the corrupt.

V. SYSTEMIC CORRUPTION: BOTTOM-UP AND TOP-DOWN PATHS

The preceding examples in Table I had a norm of honesty as an initial starting point. But is it accurate to presume that most non-Western countries started their post-colonial history more honest than they were corrupt? Based upon what we know about their current corruption levels, very low according to Transparency International surveys, why presume a relatively honest initial point?

The preceding examples, with weights skewed towards honesty, reflect the situation in most post-colonial states at the time of independence. These states, in general, inherited a bureaucratic structure that was fundamentally honest – at least as far as the personal enrichment of the ruling colonial elite went (Andreski 1968, 103 & 110-115; see also Myrdal [1968] 2001; and Ali 1985).12 Myrdal, for example, buttressed his claims of an honest British colonial administration by extensively quoting from the post-independence Indian Government’s 1964 Report of the Committee on Prevention of Corruption (aka the Santhanam Report). After reviewing the evidence presented in the Report, Myrdal concurs with the Report that the pre-independence, elite “Indian Civil Service was largely incorrupt” (Myrdal [1968] 2001, 270). For the post-independence period, the consensus of testimony to the Committee was that:

> corruption had increased to such an extent that people have started losing faith in the integrity of public administration. . . . corruption has, in recent years, spread even to those levels of administration from which it was conspicuously absent in the [colonial] past (quoted in Myrdal [1968] 2002, 276).

It is unlikely that any post-colonial government would have an incentive to paint the colonial rulers as being more honest than they actually were.

Ali, in a work that has a strong anti-colonial tone and includes a scathing denunciation of neo-imperialism by multinational corporations, admits that, while “Colonial rule was not free from its share of corruption, but since independence the

---

12 However, while Ali (1985, 194-195) agrees that the British colonial administration was administratively uncorrupt, he argues that this administrative honesty did not extend to personal dealings with the natives: accepting expensive “gifts” was commonplace, as was the custom of the wives of officials on the verge of retirement accepting “presents” from influential natives. Even these “corrupt” officials are described as being “scrupulously careful and honest about government money.” Thus Ali’s implicit argument has to be that natives who did not give gifts would be punished, but nowhere does Ali actually state that this occurred. Corruption among British administrators, in so far as it existed, would have been of the isolated kind. Collins and Lapierre (2001) also remark on the propensity of the wives of some extremely high-ranking British colonial officials in India to solicit gifts of expensive jewelry, though they make it clear that these were exceptional cases. Finally, Ali’s allegations are flatly contradicted by the post-colonial Indian Government’s own report on corruption. In support of this, both Mocan (2008) and Treisman (2000) find that a British legal heritage is a good predictor of low corruption levels.
shocking increase in graft and bribery has bewildered nearly every observer” (Ali 1985, 157).

The above should not be taken to imply that the source of all corruption is within the Third World itself. Lambsdorff (1997; see also Lambsdorff 2005 for more on this), after extensive econometric analysis, compiled an indicator of the bribery potential of leading exporting countries, i.e., how likely is an exporter to bribe his importing counterpart and how much of an exporting country’s sales abroad are due to bribery. Naturally, Western countries were heavily over-represented in his “bribery propensity rankings.” Similarly, others, e.g., Lambsdorff (1997) and Ali (1985), have remarked upon the role of multinational (i.e., mainly Western) firms in encouraging corruption in the Third World. In this context, Lambsdorff (1997) further pointed out that bribes paid to foreigners by businessmen were tax deductible in Germany and Belgium, and that the US was the only advanced Western country to specifically prohibit bribing foreign customers although an OECD internal agreement extended this practice to all member countries in 1998. A true chicken-or-the-egg type of question is whether, in the first instance, a bribe was offered to an official or whether it was demanded by him. However, in either case, the basic point remains that it is an internal decision (whether to demand or accept a bribe) that starts the rot in the government apparatus, not the external decision to offer it.

So, why and how did this “shocking increase” take place? As Tanzi (1995), Alexander (1994), Ali (1985), and Banfield (1958), and many others, have argued, much of traditional society (now found mainly in non-Western countries) is characterized by the belief that objective criteria in public dealings should not apply to friends and relatives. Thus Tanzi’s (1995) norm of “arm’s length dealings” does not apply in transactions involving relatives, clan/tribe members and friends, who are given preferential treatment while non-associates are discriminated against.

The argument here is not one of the superior morality of colonial administrators but a more prosaic one. The colonial administrators were much less susceptible to pressure from their family and friends for favorable treatment, if for no other reason than the fact that their (extended) families were not in the colonies and most of their friends were other colonial officials. After decolonization, the natives who assumed full political power were susceptible to this pressure for favorable treatment and, without the presences of Basu et al’s (1992) “incorruptible civil service elite” to keep them on the straight and narrow, did their duty to their family and friends rather than to their profession. Given the fact that most of the newly independent states were scarcity economies, i.e., marked by a relative shortage of modern goods, it would be extremely difficult for government administrators, who often enjoy considerable discretionary power, to resist the demand of family, friends, and even perhaps co-ethnics, for favorable treatment in the allocation of scarce resources (Bates 1974). Even if they did not want to favor friends and relatives, after independence, the administrators no longer had the excuse of saying that the colonial authorities would not allow them to bypass normal administrative procedures.

Thus, we see a gradual decay in administrative standards and a rise in corruption as friends and relatives benefit from their association with those in power. From this, it is a

---

13 The actual enforcement of these anti-bribery laws, if the US example of complete laxity after a brief initial enforcement spurt is anything to go by, will be problematical at best.
comparatively easy step, since the norms of professional conduct have already been violated, to favor complete strangers in exchange for monetary consideration (Tanzi 1995).

Within the context of the threshold corruption model, this process would work as detailed below. Consider the new group of government administrators in Table II (shown on following page) at Threshold \(_{t=0}\) (i.e., the threshold distribution at time zero). Assume that this is the situation in a former European colony (e.g., India or Pakistan) immediately after independence. Corruption is found only at the lowest levels of the administration and the upper ranks are fairly honest. The only openly corrupt individual here is \(a_2\) and society is extremely honest (\(N = 0.9\) and \(C^T = 0.05\)). The result of the removal of an upper echelon not responsive to local pressures is a continual erosion of individual corruption thresholds – shown here by a 0.03 decrease in each time period. As a result of this continual erosion, at \(t=2\), individual \(b_2\)'s corruption threshold is reached and the government's weighted corruption level, \(C^T\), reaches 0.10.

This is not enough to set a bandwagon effect in motion. We simply have a slightly more corrupt government. At time \(t=4\), the continued erosion in corruption thresholds causes \(c_2\) and \(d_2\) to behave corruptly as well and the government’s \(C^T\) reaches 0.30. We still see no bandwagon effect since the erosion in thresholds has not yet reached the critical point. At \(t=5\), individual \(e_2\)'s personal corruption threshold is reached and he behaves corruptly as well, raising the \(C^T\) to 0.40. Finally at \(t=7\), the steady decline in individual corruption thresholds reaches the critical point and a bandwagon effect is triggered--corruption is now complete as the government’s \(C^T\) reaches 1.

Table II

<table>
<thead>
<tr>
<th>Individuals</th>
<th>(a_2)</th>
<th>(b_2)</th>
<th>(c_2)</th>
<th>(d_2)</th>
<th>(e_2)</th>
<th>(f_2)</th>
<th>(g_2)</th>
<th>(h_2)</th>
<th>(i_2)</th>
<th>(j_2)</th>
<th>(C^T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t=0)</td>
<td>0</td>
<td>0.10</td>
<td>0.20</td>
<td>0.25</td>
<td>0.45</td>
<td>0.60</td>
<td>0.65</td>
<td>0.65</td>
<td>0.90</td>
<td>0.95</td>
<td>0.05</td>
</tr>
<tr>
<td>(t=1)</td>
<td>0</td>
<td>0.07</td>
<td>0.17</td>
<td>0.22</td>
<td>0.42</td>
<td>0.57</td>
<td>0.62</td>
<td>0.62</td>
<td>0.87</td>
<td>0.92</td>
<td>0.05</td>
</tr>
<tr>
<td>(t=2)</td>
<td>0</td>
<td>0.04</td>
<td>0.14</td>
<td>0.19</td>
<td>0.39</td>
<td>0.54</td>
<td>0.59</td>
<td>0.59</td>
<td>0.84</td>
<td>0.89</td>
<td>0.10</td>
</tr>
<tr>
<td>(t=3)</td>
<td>0</td>
<td>0.01</td>
<td>0.11</td>
<td>0.16</td>
<td>0.36</td>
<td>0.51</td>
<td>0.56</td>
<td>0.56</td>
<td>0.81</td>
<td>0.86</td>
<td>0.10</td>
</tr>
<tr>
<td>(t=4)</td>
<td>0</td>
<td>0.00</td>
<td>0.08</td>
<td>0.13</td>
<td>0.33</td>
<td>0.48</td>
<td>0.53</td>
<td>0.53</td>
<td>0.78</td>
<td>0.83</td>
<td>0.30</td>
</tr>
<tr>
<td>(t=5)</td>
<td>0</td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.30</td>
<td>0.45</td>
<td>0.50</td>
<td>0.50</td>
<td>0.75</td>
<td>0.80</td>
<td>0.40</td>
</tr>
<tr>
<td>(t=6)</td>
<td>0</td>
<td>0.00</td>
<td>0.02</td>
<td>0.07</td>
<td>0.27</td>
<td>0.42</td>
<td>0.47</td>
<td>0.47</td>
<td>0.72</td>
<td>0.77</td>
<td>0.40</td>
</tr>
<tr>
<td>(t=7)</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.24</td>
<td>0.39</td>
<td>0.44</td>
<td>0.44</td>
<td>0.69</td>
<td>0.74</td>
<td>1.00</td>
</tr>
<tr>
<td>Weight</td>
<td>0.05</td>
<td>0.05</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.20</td>
<td>------</td>
</tr>
</tbody>
</table>

Table II illustrates a gradual decay in administrative standards – as shown by the eroding corruption thresholds\(^{14}\) – could lead to a systemically corrupt society. This gradual transition, fueled by a general societal preference for non-arm’s-length

\(^{14}\) Within the context of the original PA model, the process by which corruption thresholds are lowered could work thus: continued pressure by family and friends on government administrators marginally lowers their corruption thresholds as their willingness to accept a slightly higher risk level increases and some hitherto honest individuals now act corruptly. This has two effects: (i) some individuals may reevaluate their own assessment of the situation in light of others' successful corruption; and (ii), family pressure on these still honest individuals increases--"Why can't you do for your family what X did for his?" This causes a further fall in individual corruption thresholds and more corrupt acts. More corruption leads to a further drop in corruption thresholds, which, in turn, leads to....
transactions, is an inevitable outcome insofar as the rulers of the new state are unable or unwilling to prevent themselves or their subordinates from using non-arm’s-length criteria in their official dealings.

Leadership determined to maintain high societal honesty levels would, of course, obviate the need for analyses such as this. Indeed, Quah (2007) argues that Singapore’s determined leadership actually raised the societal honesty level to a point much higher than that under the colonial regime. An inefficient or non-independent legal system would also help hasten this transition to systemic corruption if it provided inadequate recourse to those elements of the population who wish to prevent a non-arm’s-length criteria in decision making.

So far the implicit statement in the previous models has been that corruption spreads from the bottom up. This belief is correct insofar as the stated impetus for corruption came from outside the administrative structure and first affected the lower ranking members of the government – whose corruption thresholds were lower than those of their superiors. But, in general, would these corruption thresholds actually be lower for lower-ranking officials? Initially at least, yes. This is because natives in the upper ranks of the colonial administration were held to a higher standard of morality than natives in the lower ranks. Thus, having served in that environment, high-rank natives who moved into the highest strata of government would, initially at least, retain a comparatively higher corruption threshold (see, e.g., Huntington 1968, 68). This is, however, clearly at odds with the historical record of rulers such as, for example, Mobutu, Marcos or Duvalier. In these cases, it cannot be argued that corruption was a bottom-up phenomenon.

As was shown in Table I Scenario B, a change in leadership, from honest to corrupt, can give us a massive, immediate swing in societal norms from honesty to corruption. Compared to Table II, which produced a corruption norm after seven time periods, Table II Scenario B produced a corruption norm after only one period.

Further refinements to the basic model would move it closer to the real world. For example, the size of the population could be increased, enabling the creation of different layers of hierarchy, arranging the population into peer groups and giving the peer's actions greater weight, and so on. Thus, we could show the existence of (relatively more) honest sub-groups in a (relatively more) dishonest society and vice-versa.

In a more nuanced threshold corruption model with different subgroups (or different government departments), we could use a weighted average of the corruption levels of

15 See also Mason’s (1978) highly readable memoir for an account of life in the preindependence Indian Civil Service (ICS) and, especially, the pronounced differences between native members of the ICS and lower ranking administrative/support staff.

16 All societies are sub-divided into myriad sub-groups and, of course, individuals may belong to more than one subgroup. For example, one sub-group may be individuals working for a particular corporation; another the alumni of a particular university; and a third members of a particular religious denomination. Any given individual may belong to all three (or more) of these sub-groups. Many of these sub-groups influence the behavior of members of different sub-groups but this may not always be so; the issue is one of salience. Your boss's behavior may influence your own but it is unlikely that the behavior of the boss of a fellow member of the church choir is going to materially affect your own behavior. Sub-groups that are seen as criminal entities often do not affect persons outside their sub-group. For instance, in the U.S. the behavior of criminal gangs does not (usually) cause individuals in significantly different areas to pattern their behavior after gang members as this behavior is simply not salient. On the other hand, gang members' behavior is likely to affect the attitudes and behavior of non-members who live in the same neighborhood-non-members may wish to emulate them.
the individual’s home department and the rest of society/government to determine whether or not the individual will act corruptly. Using a weighted average is justified because, while a shared corporate culture does shape individual expectations (Tirole 1996, 3; Huang and Wu 1994, 400), the influence of those individuals with whom one has the most daily contact is likely to be stronger than that of the entity as a whole. However, the corporate culture of the entity as a whole cannot be neglected entirely since it has an influence, if not on the rank and file, then at least on the sub-group’s leadership. So the weight assigned by any individual \( i \) to the \( C_T \) of the home department must be at least equal to, if not greater than, the weight assigned by that individual to any other department’s \( C_T \). Equation 6 shows such a weighted average, assigning equal weights to both departments.

\[
C_T = (0.5C_{Ta} + 0.5C_{Tb})
\]  

(6)

Where \( C_{Ta} \) and \( C_{Tb} \) are individual \( i \)'s home department and the rest of the government.

Now consider a government bureaucrat whose individual corruption threshold is 0.15 but whose departmental weighted corruption level is only 0.10. His threshold has not been reached but this would hold true only if his home department is indeed hermetically sealed. Suppose that, in making his corruption decision, the individual uses an equally weighted cross-departmental weighted corruption average, \( C_T \), in determining whether or not his individual corruption threshold has been reached. If the rest of the government’s weighted corruption average is 0.3, then for this individual,

\[
C_T = (0.5*0.30 + 0.5*0.10) = 0.20 \text{ (versus a } C_T^i \text{ of 0.10 earlier)}
\]

For example, British colonial tradition was to isolate the armed forces from the rest of colonial society as much as possible. So a would-be corrupt army officer (at least in the immediate postcolonial era) would assign a much greater weight to the army’s \( C_T \) than to that of any other department. The normal weight assignment would be to give a substantially higher weight to one's own department than to that of one’s peers. In the Japanese and South Korean (under General Park) traditions, the economic bureaucracy was kept isolated and shielded from the political sphere (Kong 1996; Dutt and Kim 1994) while in the Indian case, the once insulated and highly capable Indian Administrative Service (successor to the colonial Indian Civil Service) was turned into the civil service wing of the ruling Congress Party (Dutt and Kim 1994). So, for the Japanese and the South Korean economic bureaucracy, the weights assigned by a would-be corrupt official to the departmental \( C \) would be much higher than the weight assigned to the \( C \) of the politicians. Some spillover of corruption is of course likely to occur in even these tightly insulated cases, as shown by, for example, reports of corruption among the top bureaucrats of the Japanese Finance Ministry (Efron 1998).

The usual expectation would be that an overnight change in most governments is not likely. Even in Zaire, Mobutu’s reign did not convert the entire national government into a kleptocracy overnight. We are likely to see a more gradual erosion over time (as in Table II), with the rate of corruption spread being determined by several factors (pervasiveness of non-arm’s-length dealings, the corruption inclinations of the higher leadership, the efficacy of the judicial system, and so on).
VI. SOME IMPLICATIONS OF THE THRESHOLD CORRUPTION MODEL

Many, if not all, of the following results are not surprising to any well informed observer of the corruption scene, whether in the Third World or the First. For example, the importance of leadership is intuitively obvious since “Do as I say, not as I do” is a notoriously ineffective leadership principle, and the lack of institutional constraints on the leadership in the Third World has been remarked upon by many (e.g., Ostrom 1993; Leff, [1964] 2002; Klitgaard 1988; and Andreski 1968). However, the threshold model of corruption described here provides a mechanism that can actually generate these results. Since these results can be generated, it is also possible to see under what circumstances these consequences can be avoided.

The principal-agent model (PA) has no readily generalizable stylized facts for the analysis of systemic corruption since it assumes that the leaders – the principals – are honest. By definition, systemic corruption is the result of a completely corrupt leadership. The basic PA model is also not readily applicable to other situations which involve system-wide consequences, although it is invaluable for analyzing individual actions in a wide variety of circumstances. The basic PA model has, as shown in section II earlier and as is apparent from the model itself, definite implications for the effect on individual behavior of changes in corruption due to changes in the level of punishment or the probability of detection. The threshold corruption model described here is a heuristic model that, building upon the PA model, has more to say about the likely effects of different circumstances on systemic corruption.

In an ideal world the threshold corruption model would generate easily testable hypotheses. However, corruption, by its very nature is a sub rosa activity; therefore the evidence to ‘test’ the model described here would be very difficult to obtain. Evidence of this sort might be, for example, confidential surveys among bureaucrats asking about:

1. what proportion of their compatriots would have to behave corruptly before they would also do so;
2. has their answer to (1) changed over time? And especially the extent to which well-publicized and successful corruption prosecutions affected their answer, as well as the extent to which did knowledge of those that ‘had gotten away with it.’;
3. the extent to which their corrupt behavior (if any) was influenced by the actions of their superiors versus those of their peers/subordinates;
4. the extent to which they take their behavioral cues regarding corruption from the actions of their departmental colleagues versus those of government servants or society as a whole.

As this is a heuristic model, it does offer some useful insights into certain key aspects of any analysis of the transition to a systemically corrupt outcome.

i. Variability of the Demonstration Effect
Given the importance of role models, frames of reference and in-group versus out-group behavior in determining an individual's own actions, corrupt leadership is more likely to lead to systemic corruption due to the variability of the demonstration effect. In plain English, you are more likely to be corrupt if your superior is, since his actions carry greater salience for you. This fact is captured by the weights assigned to each
individual. This, of course, underscores the importance of leadership behavior in determining the outcome: corruption or honesty.

**ii. Centralization of Power**

A clear implication of this model is that countries with a highly centralized system of government will be more vulnerable to systemic corruption. This is because the inclinations of the leadership have a direct effect on a larger number of civil servants at all levels of government. In short, the network of interactions among individuals in a centralized system of government allows for the more rapid transmission of corruption. In more decentralized systems, in a best-case scenario, corrupt leadership in one part of the administrative apparatus may have no spillover effects since (1) it would not serve as a reference group for many civil servants and (2) the effects of corrupt leadership may be countered by other non-corrupt leaders at different levels of government who have independent power bases. Alternatively, the spread of corruption may simply be slowed down at best.

**iii. Institutional Constraints**

An indirect implication of this model is that countries that do not have independent institutions with countervailing power against the executive, i.e., no formal system of checks and balances based on a separation of powers system such as that of the US, will be more susceptible to systemic corruption than countries that do. This is because such a system raises the likelihood that corruption, especially high-level corruption, will be detected and punished (i.e., $p$ is lowered). Furthermore, it also creates independent power bases that the executive has, by definition, very little control over.

**iv. Culture**

Culture, i.e., the accepted norms and practices of a society, matters greatly in determining whether the final outcome is systemic corruption or relative honesty. This is because it is exactly this culture – the environment that the individual concerned has to live with and in on a daily basis – that provides her with behavioral and attitudinal cues. It is the dominant cultural norms and not some abstract, Weberian ideal of the perfect bureaucrat that guides the actions of the vast majority of workers in any government entity. Therefore, societies that have a norm of “non-arm’s-length” dealings, i.e., a relatively strong “traditional” socio-economic structure, are much more likely to be corrupt than societies that have a relatively weak “traditional” component to their social fabric. The latter tend to have a stronger formal social safety net and weaker interpersonal ties between individuals. In this context, the development of strong formal institutions that can substitute for traditional ones becomes very important if corruption is to be reduced.

**v. Predictability**

The final system state can only be, at best, imperfectly predicted and, *ex ante*, we cannot make authoritative pronouncements about the final outcome no matter how ‘obvious’ it may seem *ex post*. This is because there are so many “small events,” many of which are unpredictable and whose importance for the future cannot be known now, that determine the final outcome that seemingly minor changes may have major
consequences down the road. In addition, the likelihood of a corruption bandwagon taking place is extremely sensitive to the distribution of corruption thresholds in any given population or subgroup. Thus, a seemingly minor difference may give us very different results.

vi. The Possibility of Reform

The final, and most dispiriting, stylized fact emerging from this model is that minor reforms are generally useless in a systemically corrupt society. Once the CT of the entire system is close to one, small changes cannot reverse the status quo. Successful reforms would then have to include a major transformation of the entire governing apparatus. Simply inducting honest leadership at the very top of the administrative structure will not necessarily give us an honest outcome – unless the systemic corruption equilibrium is unstable and sensitive to small changes in threshold distribution. Unfortunately, given the history of increasing corruption in the developing world, the norm appears to be more corruption and not less. Successful reform will most likely require a complete reconstruction of the existing administrative structure – probably the induction of new people with a new threshold distribution.

The PA model holds that corruption reform is relatively simple: raising the probability of detection and punishment or increasing the severity of punishment will reduce corruption. Such an undertaking, for reasons already explained, is not likely to be successful. However, as history of the West shows, it is possible to move from a low-honesty equilibrium to a high-honesty one eventually. The disheartening aspect of this transition in the West, from the standpoint of today's Third World countries, was that it took several generations to achieve.

VII. CONCLUSIONS

Although they may define it differently, 'corruption' is stigmatized by virtually all societies at all times (Ali 1985; Noonan 1984), because, in addition to the ethical and moral damage it does, it misallocates resources, reduces economic surplus and consequently economic growth, and degrades the all important link between effort and reward. A corruption-free society is as likely as a crime-free one, but there are certainly great benefits from reducing corruption, at least until the point where the marginal benefit of reduced corruption is equal to its cost.

There are essentially two ways a society can become thoroughly corrupted. The first is a gradual erosion of corruption thresholds to give us a systemically corrupt outcome. This is a relatively slow process but, given a societal norm of non-arm's-length dealings and the absence of truly exemplary leadership determined to prevent it, there is a certain inexorable inevitability to it. The second is through a much more rapid transformation of existing societal mores due to the rise to power of a thoroughly corrupt leadership. The presence of both a non-arm's-length dealings norm and leadership

17 Klitgaard (1988, 173-175) gives an example of this when a newly appointed “Mr. Clean” fails to root out corruption in a “Ruritanian” (actually Pakistani) government department because he lacked the support of his superiors, and corrupt departmental officials were therefore able to stymie his efforts. Feichtinger and Wirl (1994, 116-117) argue that this is essentially what happened to Gorbachev's reforms in the Former Soviet Union.
corruption, acting as a mutually reinforcing relationship, is responsible for the speed of the transition to systemic corruption in the developing world.

If the entire societal norm is one of non-arm's-length dealings and the leadership is no different than the population, then why condemn them? Because systemic corruption has many of the characteristics of a Prisoner's Dilemma game. If everyone is honest, then we all gain. If all are honest save I, then my corruption has a much larger reward accruing to it than my honesty. However, if all are corrupt, then we all lose. Thus, a universal condemnation of corruption serves an important societal function. Its aim is to prevent, at the systemic level, self-interested (i.e., profit-seeking) behavior from taking the next step and turning into opportunistic (i.e., corrupt) behavior. The latter, of course, serves no good societal purpose.

More effective corruption reduction is possible only if we can better understand its spread. The complete eradication of isolated corruption is probably neither feasible nor desirable from a cost-benefit perspective. The removal of systemic corruption is both feasible and desirable, though neither easy nor inexpensive.

The traditional approach to modeling corruption in the social sciences has been to view it as a principal-agent problem. While invaluable in understanding the individual's decision to act corruptly or not (i.e., in estimating the individual's corruption threshold), the PA model does not increase our understanding of how corruption spreads in a society where there are few effective institutions to temper the power of the executive. In the atomistic PA model, the individual changes only his own behavior, without reference to that of any other person. The threshold model underscores the importance of feedback effects on the spread of corruption. Specifically, it incorporates the effects of high level corruption on the overall corruption level in society, an important social dynamic that many other theories of corruption miss. Thus, this model includes important sociological effects that a simple PA model cannot adequately handle: the importance of role models, particular frames of reference and in-group versus out-group behavior in determining an individual's own actions.

Finally, as Tanzi (1995) and others have persuasively argued, societies without a norm of non-arm's-length dealings are much more likely to be corrupt than societies that do have this norm. In such a situation, the character of the leadership assumes even greater importance. When the natural predilection of the vast majority of the bureaucracy is to favor their own friends or relatives, it requires an iron will to enforce the rules. A corrupt leadership is far less likely to exhibit such resolve than an honest one, if for no other reason than the fact that a dishonest leadership has already demonstrated that its strength of character is lacking.

Historical data from India appears to support this contention. The norm in Indian/South Asian society is non-arm's-length dealings (Tanzi 1995; Alexander 1994; Bhatia 1967). The Indian government's own Santhanam Report indicated that, seventeen years after independence, leadership corruption was now widespread (Myrdal, [1968] 2002). More recent reports from India indicated that its corruption level had increased substantially (e.g., Tharoor 1997).

The falsification of at least a part of the model would be if corruption among the leadership did not cause increased (overall) administrative corruption. South Korea and Japan, two post-WWII economic success stories, have had extremely high levels of leadership corruption. However, many analysts (e.g., Khan 1996; Kong 1996) argue that
these countries were unique in their ability to keep the administrative bureaucracy separate from the political leadership. Unlike most Third World states, the administrative bureaucracy was not turned into a *de facto* extension of the ruling party apparatus, one whose purpose was not policy implementation but to ensure the continuation in power of the ruling establishment. Thus, the weight assigned by a Japanese or South Korean bureaucrat to the corruption of the political establishment would have been very low and there would then be minimal spillover corruption effects. Unfortunately, this kind of compartmentalization of the administrative (i.e., policy implementation) apparatus is very rare in the Third World. Dutt and Kim (1994, 196) describe how the Indian Administrative Service (the post-independence successor to the colonial Indian Civil Service), “virtually unparalleled in the Third World” in its professional competence, was turned into a *de facto* extension of the ruling political party.

The PA model gives invaluable insight into individual decision-making by examining the incentives faced by each individual as he or she is trying to decide whether to act corruptly or not. The threshold model brings the social interaction aspect of the corruption decision to the fore since corruption is a social act and no analysis of systemic corruption can ignore this aspect of it. The threshold corruption model utilizes both of these methodological approaches to help explain systemic corruption. The model’s major innovation is in endogenizing individual corruption thresholds, and hence individual incentives, and then showing how systemic corruption can come about.

Furthermore, the threshold corruption model can account for cultural effects in the systemic corruption phenomenon. This is done by specifically incorporating the effects of a norm of “non-arm’s-length” transactions into the analysis of how the transition to systemic corruption occurs. Finally, the assigning of a weight, consonant with her standing in society, to each individual incorporates the asymmetric demonstration effect, i.e., the importance, of leadership behavior into the analysis of both how a systemically corrupt society comes about and of any efforts to reform it. The threshold corruption model also illustrates the path-dependent nature of the transition to systemic corruption – it matters *who* acts corruptly and *when*. The model also highlights the imperfect predictability aspect of the systemic corruption transition – *ex ante*, we cannot predict, since we lack perfect information and foresight, who will act corruptly and when. However, the model does allow us to predict, in general, under what circumstances we can expect to see an increase or a decrease in corruption.

The model gives a more formal exposition of the old Chinese adage that fish (and nations) rot from the head down. Well over two millennia ago, a Chinese sage wrote:

> The key to success or failure in government lies in the ruler. If the inkling line is properly set above, the wood will be straightened beneath it. It is not that the inkling line does anything in particular to the wood, but rather that the disciplining of the wood in following the inkling line makes it so. Thus, if the ruler is truly upright, honest officials will be commissioned and villainous persons will hide themselves. But if the ruler is not upright, the wicked will get on in the world and loyal subjects will withdraw into retirement (Section 7 of *The Hua Nan Tzu, Book Nine: The Art of Rulership* from Ames 1983; quoted in Huang and Wu 1994, 390).
In accord with *The Hua Nan Tzu*, the model suggests that the single most important determinant of whether isolated corruption becomes systemic is the honesty level and determination of the leadership to prevent systemic corruption from becoming the norm. From this, it is a natural conclusion that higher level corruption should be punished more severely than lower level corruption. This is because especially severe sanctions against higher level officials will carry a much greater demonstration effect, as well as reduce the public perception that corruption punishments are suffered only by the unimportant and unconnected. This is, unfortunately, easier said than done. As von Klausewitz said, winning a war is actually a very simple matter but, in war, it is the simplest things that are the most difficult.
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ABSTRACT:
While most people might answer the question in the affirmative, such a law ends up punishing the victim instead of the kidnapper. Drawing from libertarian philosophy it is shown that such laws also fail to reduce kidnapping for profit and thus are not only offensive to the nature of justice but cannot achieve the aim for which they were originally enacted.
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The question posed in our title probably would not occur to most people. If it did, we believe that the consensus answer would be a resounding “No.” After all, kidnapping is a clear violation of individual rights, and most people would find it perverse if the law prohibited a kidnapping victim, or the victim’s family, from purchasing his freedom. One might as well enact legislation forbidding a mugger’s victim from responding “life” to the threat of “your money or your life.” For most of us, it is the kidnapper (and the mugger) whom the law should punish, not their victims. To punish people for the “crime” of paying ransom to a kidnapper, or forfeiting their wallets to a mugger, is to compound the injustice they have already suffered.

We support this commonsense conclusion. We do so from the perspective of the libertarian² philosophy.³ In this view,⁴ there is only one question in all of political

¹ Walter Block is Harold E. Wirth Eminent Scholar Endowed Chair and Professor of Economics at the Joseph A. Butt, S.J. College of Business Administration, Loyola University New Orleans; Patrick Tinsley is an attorney practicing in Belmont, Massachusetts.

² Libertarianism is sometimes confused with objectivism. This is understandable, since both advocate laissez faire capitalism. However, there are strong differences. The main one is that the former is predicated, solely, on the non-aggression axiom, coupled with a system of private property rights based on homesteading, while the latter concurs, but insists that these premises must be predicated on notions of epistemology and metaphysics, contrary to the former. Also, all objectivists are minarchists, while this position describes only some libertarians. For instances of disagreement between the two viewpoints, see the following: Schwartz, Peter (1986). “Libertarianism: The Perversion of Liberty,” The Intellectual Activist; a condensed version of this work appeared in Ayn Rand, The Voice of Reason: Essays in Objectivist Theory, Leonard Peikoff (ed.), N.Y.: New American Library 1988, pp. 311-333; Block, Walter (2003). “Libertarianism vs. Objectivism: A Response to Peter Schwartz,” Reason Papers, Vol. 26, Summer, pp. 39-62; http://www.reasonpapers.com/pdf/26/rp_26_4.pdf
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philosophy, and, only one answer. The question is: under what conditions is the use of violence, force, justified? And the answer: only in response to, or in defense against, or as retaliation in opposition to, a prior use of force or violence. At this level of specificity, there are few indeed who would disagree with libertarianism. Most people, after all, are not pacifists, and it is a veritable school yard aphorism that it is justified to “hit back,” but not to “start up.” However, the explanation for the unpopularity of this perspective is that advocates are rigorous, very rigorous, in deducing an entire political philosophy from these seemingly innocuous premises; they brook no exceptions, none whatsoever. For example, strict libertarians do not accept democracy, or, indeed, any kind of government, since it necessarily conflicts with the non aggression axiom. The essence of majority rule is of course that the majority rules the minority on a given issue. But, if the majority compels the minority, that is a per se contravention of the axiom to the contrary.

Our support for the commonsense conclusion that it is unjust to punish victims for paying off either muggers or kidnappers is made in the awareness that common sense is, alas, decreasingly common. While it seems safe to assume that most people would not support, or even contemplate, a law prohibiting ransom payments to kidnappers, some people would and do. In 1991, for instance, Italy enacted legislation forbidding kidnap victims and their families from paying ransom to – or even negotiating with – kidnappers. Colombia subsequently passed similar legislation. The intent of these

---

4 This is not a utilitarian or Rawlsian (Rawls, John 1971, A Theory of Justice, Oxford: Oxford University Press) concept. Rather, it is based on deontological or Nozickian (Nozick, Robert. 1974. Anarchy, State and Utopia, New York: Basic Books) insights.

5 Only “strict constructionist” libertarians are anarcho capitalists. For example, Rothbard, Hoppe. Minimal state supporters, or monarchist libertarians include Boaz, Murray, Nozick, supra, fn 3.

6 The non aggression axiom must be buttressed with a theory of property rights, which is required to distinguish between defensive and offensive uses of compulsion. If we see A grabbing B’s wallet at gun point, we are not entitled to infer theft. This all depends upon B being the rightful owner of the money in question. But, if A is the just owner, and B stole the wallet from A yesterday, and today A is merely seizing it back from B, then this act is certainly a licit one. For the libertarian, property rights are based on homesteading (Hoppe, Hans-Hermann (1993). The Economics and Ethics of Private Property: Studies in Political Economy and Philosophy, Boston: Kluwer; Locke, John (1948). “An Essay Concerning the True Origin, Extent and End of Civil Government,” in E. Barker, (ed.), Social Contract, New York: Oxford University Press, pp. 17-18; Rothbard, Murray N. (1973). For a New Liberty, New York: Macmillan; Rozell, Michael S. (2005). “Original Appropriation and Its Critics.” September 1; http://www.lewrockwell.com/rozell/rozell18.html), and on what Nozick (1974) characterized as any legitimate title transfer, such as gifts or trade or gambling.


laws was to discourage kidnappings by eliminating a kidnapper’s expectation of financial gain. To that end, the Italian and Colombian anti-ransom laws imposed an automatic freeze on the assets of a kidnapping victim and his family; prohibited the sale of ransom insurance policies; and even proscribed the use of professional mediators and negotiators.10

Our purpose is not to examine these laws in detail. Instead, it is to uncover and critically examine their underlying assumptions. Of these, the most fundamental – and fanciful – is the assumption that, by outlawing the payment of ransom, the law can bring an end to kidnapping for profit.11,12 The authors of anti-ransom legislation believe that, if no one is allowed to pay ransom, and if all potential kidnappers know this in advance, then no one will bother to kidnap for profit, because there will be no profit to be had. But this assumption is open to at least two objections, both of them fatal.

First, the conclusion does not follow from the premises. Even if we grant, for the sake of argument, that an anti-ransom law will be universally respected, such that no payment of ransom ever occurs, and even if we grant, further, that all potential kidnappers will be aware of the law, still it does not follow that no one will attempt a kidnapping for profit. To reach that conclusion, we must add the further premise that all kidnappers act rationally, which is manifestly untrue. But even if all kidnappers do act rationally, that may not be enough to prevent future kidnappings. After all, even if the anti-ransom law has been honored until now, a kidnapper may have good reason to believe that it will not be honored this time – i.e., that his victims will ignore the law and pay a ransom, even if other victims have declined to do so.

Second, there is the reductio ad absurdum already mentioned above. If the law is to be consistent, then it should not only prohibit the paying of ransom, but it should also forbid the mugging victim from handing over his wallet. The utilitarian rejoinder to this is that, as a practical matter, the forces of law and order have a far better chance of preventing a pay-off to the kidnapper than to the mugger. The latter usually constitutes relatively small change, the contents of a wallet, whereas the former usually consists of far greater amounts of money, the transfer of which is easier for the authorities to track. At the very least, ransoms typically require the cooperation of banks or other financial institutions; handing over a wallet certainly does not. Muggings, moreover, typically


9 See Elster (2004, 22). See also Garnick, Darren (2008). “Fruit of Chiquita’s Labor: Terror $$.” Boston Herald, May 21, p. 22, that describes how the Chiquita banana company has been fined $25 million for paying what amounts to extortion/ransom money to terrorist groups in Colombia. Chiquita’s competitors are also “guilty” of writing checks to terrorists; it implies that Chiquita got lenient treatment because the company was fined but no officers sentenced to jail; and it calls Chiquita’s payments “unjustifiable” because the money was used to “fund beheadings.”

10 See id. pp. 22-23.

11 Of course, other motives for kidnapping might still exist. Kidnappers might wish to abduct women for sexual services, seize government officials as political hostages, or use abductions as a means of imposing terror. These “non-pecuniary” kidnappings are not our concern here.

occur in private, in the back alley. Ransoms are more public: there are phone calls, messages, drop-off points for the money, a pick-up place for the victim, and so forth.

But such utilitarian reasoning is anathema to the rule of law, the purpose of which is to promote justice, not some inchoate measure of “social utility.” There are many measures that might conceivably maximize social utility but which would be abhorrent to fundamental principles of justice. Anti-ransom laws are but one example. Without conceding that such laws would benefit society as a whole, it is clear that they would injure some of the most vulnerable and aggrieved individuals among us: the victims of kidnappings and their families. A law that would countenance that awful and inconsistent result on the basis of a merely utilitarian calculus is not worthy of respect. Moreover, the enforcement of such a law would, paradoxically, require more kidnappings, thereby defeating the entire purpose. After all, the penalty for paying off a kidnapper would presumably be jail. But jailing someone whose only “crime” was a non-violent attempt to liberate a kidnapping victim would amount to… another kidnapping.

Let us not so subtly change the topic, at least slightly. Is it possible to have our cake and eat it too? That is, can we concoct some sort of scheme whereby we take a lot of the wind out of the sails of kidnappers, without violating the rights of victims to pay off those who have aggressed against them in this manner?

Consider the following scenario. A group of rich men, the ones most likely to become future victims of a kidnapping gang, sign a contract with each other, agreeing not to pay ransom if any of their loved ones are kidnapped, and prohibiting their heirs from making any such payoffs if they are themselves kidnapped in the future. They publicize this agreement widely. If would-be kidnappers believed that this agreement would be enforced, that announcement ought to put an end to their evil machinations.

But would this group be believed? After all, it would be easy enough for any of them to renege. Even if they posted large bonds to this effect, large bonds they would have to forfeit if they paid ransom, or allowed ransom to be paid in their behalves, they could at a later date change their minds and be willing to forfeit them, since they have such high regard for their loved ones who might be seized. Why would not a rational kidnap gang at least be willing to test their resolve in this matter?

This problem does not appear insurmountable. Suppose the bond were significantly higher than merely a large amount of money. Suppose that the agreement provided for the death of any signatory violating it. Assuming that all possible victims signed on with this contract, and ignoring the problem of minor children agreeing to any such measure, this would surely put some more teeth into the accord. Indeed, it is difficult to see why anyone would attempt to kidnap a signatory to such an agreement because the penalty for breaching the agreement – death – is as severe as anything that the

---

13 Suppose that the sheriff in a southern town in the 1920s is holding a black man in his jail who is (falsely) accused of raping a white woman. The mob wants to lynch him. If the sheriff hands over his prisoner, only this one innocent man dies. If the man with the badge does not, he, along with the prisoner, and half the mob plus dozens of innocent bystanders will perish in the ensuing struggle. Utilitarianism indicates giving in to the lynch mob. Deontological reasoning suggests the alternative. (We stipulate that the entire world gets blown up right afterward, so that no non utilitarian precedents can get established by giving in to the mob.)

14 Here, we are stipulating, arguendo, that our deontological point, to the effect that those who pay ransom are to some extent guilty of a crime, is mistaken.

15 There is also the matter that the kidnap victim might secretly pay a ransom. We hereby abstract from such a possibility, arguendo.
kidnappers can inflict. At the very least, such a contractual arrangement\textsuperscript{16} would exert as great a deterrence effect as any anti-ransom law. This being the case, accords of this sort could be expected to gain in popularity and put a real spoke in the wheel of kidnappers.

While anti-ransom contracts of this type may seem fanciful, they demonstrate a very practical insight: that the goals of providing for social welfare and respecting individual liberty are compatible, not competitors. We do not need to restrict the liberty of kidnapping victims in order to discourage kidnapping. Indeed, the best way to discourage kidnapping is to strike down laws against “victimless crime,” which can only be enforced by violent restraint and involuntary confinement – in other words, by a further act of (legal, that is, governmental) kidnapping. In the absence of victimless crime laws, free and creative contractual arrangements would more than suffice to minimize the number of kidnappings, while allowing for ransom payments to mitigate the harm from whatever kidnappings do occur.

Let us consider an objection\textsuperscript{17} to the foregoing. It might well be thought that our argument against the prohibition of a payoff to the kidnapper is based on the unrealistic assumption that such a law can be enforced. This is an incorrect reading, and besides the point. Our point, in contrast, is not so much to argue that we ought to have a law demanding a pound of flesh from would-be payers of ransom. Rather we argue that unless our lives are alienable, the market-oriented proposal we make, as a substitute for this law, cannot be made credible to would-be kidnappers, and, unless it is, they will still have as much of an incentive to ply their vicious trade as before. That is, our entire counter proposal is predicated upon the ability of signatories of this contract to actually abide by it: if they, in contravention of their own agreement, nevertheless give in, and pay off a kidnapper, then the other contracting parties can legally put to death such a


\textsuperscript{17} We owe this objection to Zagros Madjd-Sadjadi.
person. That ought to make potential kidnapping gangs sit up and take notice, and, hopefully, renounce and end their evil ways.

How does the philosophy of communitarianism fit into this analysis? A communitarian objection to our thesis would be that we too swiftly argue the case based on the notion of murder as being unjustifiable because we begin with an unstated premise that laws are designed to protect individual liberty. Thus, they deny the concept of a communitarian liberty.

The libertarian opposes laws against suicide. But our punishment agreement, for those who renege on the non payment to kidnappers, is in effect a (quasi) suicide pact. We certainly do agree that if the law denies a person the right to kill himself (indirectly in this case), then inter alia there cannot be a law against murder. However, if one believes, as do communitarians, that our lives are not our own but are rather the state’s, or the community’s then laws against suicide and murder are both justified.

Thus, there is indeed a conflict between libertarianism and communitarianism. They are contrary to each other, at least on this one issue, and therefore cannot both be correct. The communitarian ideal is patently offensive to the concept of individual liberty, which gives rise to yet into another contradiction between the two philosophies. After all, if our lives are the state’s or God’s there can be no such thing as a basis for individual liberty at all!
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18 Or God’s, in the case of religious people, or religious communitarians.